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• Large Language Models have proved to be helpful and beneficial
• People have started using it malicious purposes:
• Academic dishonesty
• Election manipulation campaigns
• Fake news

• Detecting machine generated text has become important to reduce 
harm of large language models



What is 
watermarking?
• A watermark is a hidden pattern in 

text that is imperceptible to humans 
but can be used to identify synthetic 
text as being generated by a language 
model.



Hard Red List
• This methods works by generating random red list of tokens 
• Red list is chosen at random, natural writer is expected to violate it
• Watermark cannot violate the red list
• Causes problems for low entropy sequences



Soft Red List
• Promotes the use of green list for high entropy
• The last layer of the language model outputs a vector of logits and these logits get 

converted into a probability vector p(t) using the softmax operation
• Adds a constant to the logits of the green list tokens
• Ignores the red list for low entropy but when the entropy is high, the constant added to 

logits has a large impact on the sampling distribution, strongly biasing the output 
towards the green list.



Private Watermarking
• Uses a secret random key to produce red list



Experiments



Attacking the watermark
• Paraphrasing attack
• Discreet Alterations
• Tokenization Attacks
• Generative Attacks



Conclusion
• The watermark created is beneficial because it is easy to check, very 

unlikely to create false alarms, and can still function even if attacked.
• The method for creating the watermark can be added to any text-

generating system without having to retrain the model.
• The watermark can be turned on or off based on certain 

circumstances, such as if a user is acting suspiciously.
• Future research is needed


