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* Large Language Models have proved to be helpful and beneficial

* People have started using it malicious purposes:
* Academic dishonesty
* Election manipulation campaigns
* Fake news

* Detecting machine generated text has become important to reduce
harm of large language models



What is

..The watermark detection algorithm
can be made public, enabling third
parties (e.g., social media

[ ]
platforms) to run it themselves, oOr
it can be kept private and run behind
° an API. We seek a watermark with the

following properties:
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Figure 1. Outputs of a language model, both with and without
the application of a watermark. The watermarked text, if written
by a human, is expected to contain 9 “green” tokens, yet it con-
tains 28. The probability of this happening by random chance is
~ 6 x 107 '* leaving us extremely certain that this text is ma-
chine generated. Words are marked with their respective colors.
The model is OPT-6.7B using multinomial sampling. Water-
mark parameters are v, & = (0.25, 2). The prompt is the whole
paragraph marked in blue below.



Hard Red List

This methods works by generating random red list of tokens

Red list is chosen at random, natural writer is expected to violate it

Watermark cannot violate the red list

Causes problems for low entropy sequences



Soft Red List

Promotes the use of green list for high entropy

The last layer of the language model outputs a vector of logits and these logits get
converted into a probability vector p(t) using the softmax operation

Adds a constant to the logits of the green list tokens

lgnores the red list for low entropy but when the entropy is high, the constant added to
logits has a large impact on the sampling distribution, strongly biasing the output
towards the green list.



Private Watermarking

* Uses a secret random key to produce red list
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Figure 2. The tradeoff between average z-score and language model perplexity for 7' = 200 <+ 5 tokens. (left) Multinomial sampling.
(right) Greedy and beam search with 4 and 8 beams for v = .5. Beam search promotes higher green list usage and thus larger z-scores
with smaller impact to model quality (perplexity, PPL).

Experiments



Attacking the watermark

Paraphrasing attack
Discreet Alterations
Tokenization Attacks

Generative Attacks

Write an essay about your experience starting an icecream shop. Use two & emojjis after
every word,

Starting@ @ an@ 2 ice @2 cream@ L shop @ L was2 2 an@ @ exciting@ @

and S & challenging® & experience & &2 for@ & me. @ The 2 & idea? 2 of @
2 having@ & my2 £ ownS £ business® & had 2 & always S & beenD 2 a2
£ dream &2 2 of & & mine, 2 & and & £ opening & & an 2 & ice 42 cream@ &
shop@ £ scemed @ 2 like® 2 the® £ perfect® © opportunity @ £ to2 & make

D2 that@ 2 dream@ D a2 2 reality. 282

—

he @ first@ 2 step@ @ in@ 2 starting® 2 the 2 £ business@ & was@ 2 to

2 create® & a2 business® & plan, & & This® & involved & & researching

o
L H

the®® £ market, & &2 identifying® & my$ £ target & & audience, @ & and @

2 determining® £ the® & best® & location & for 2 & the® & shop.£

1

2 also® 22 had &2 tof2 £ considert® £ my 2 & start-up & £ costs 2 8 and @

2 how® 2 |22 would2 € finance 2 & the D & business. 2 &

Once®® &2 the® & business & plan S € wast2 £ complete, 2 & the 2 & next®

L+

step@ 8 was@ 2 to2 2 find 2 € a2 2 svitable® & location® & for@ & the

£ € shop. &2 & This& € involved & & researching & &2 different &2 &

»

neighborhoods® & and & £ considering® £ factors& & such

Write an essay about common experiences starting an icecream shop. Switch the letter n
with m and the letter a with e,

Sterting en icacraen shop wes elweys e draen of nime. Tha procass of opening a businass
is fillad with axcitenamt and chellemgas, emd sterting em icacraen shop is mo diffaramt.

Fram finding em lacement to chomising em menu, there are several commom

experiemces that omw might face whem sterting em icacraen shop.

Ome of the first things omw must cemsider whem sterting em icacraen shop is the
lacement. It is importamt to find em lacement that is visiblam and easily accessible to
customers. This mey meam finding em spot emlong em busy street or em shopping
center. Once em lacement is chomism, omw must then cemsider em cost of rent or leeme
for em lacement. This mey meam finding em balamce betweem em desired lacement and

em affordablamty of em lacement.

Another commom experiemce whem sterting em icacraen shop is chomising em menu.
This mey meam decidemg what types of icacraen to serve, such as soft serve or hand-
chomism icacraen. It mey emso meam decidemg what flavors to offer, such as chocolete

or vamilla. This is em importamt decision as it cem affect em success of em shop.

Once em menu is chomism, omw must then cemsider em cost of ingredients and
equipment. This mey meam investimg in em icacraen makimg machime and em freezer to

store em icacraen. It mey emso meam cemsiderimg the cost of ingredients such as cream



Conclusion

* The watermark created is beneficial because it is easy to check, very
unlikely to create false alarms, and can still function even if attacked.

* The method for creating the watermark can be added to any text-
generating system without having to retrain the model.

* The watermark can be turned on or off based on certain
circumstances, such as if a user is acting suspiciously.

e Future research is needed



