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Pls feel free to interrupt me.



• What is in-context learning?
• Which aspects contribute to performance?
• WhyA instead of B? 

To clear up three questions:



What is in-context learning?

vs.

Supervised Fine-tuning (SFT) In-context learning
• Few-shot examples are used in training.
• Gradient update.

• Few-shot examples are used in testing.
• No gradient update.



What is in-context learning?

GPT-3 has 1.3B parameters!

Fine-tuning such a big guy is unaffordable (for most of us)!

In-context learning is more versatile and practical!



Which aspects contribute to performance?



The input-label mapping.

Let’s break the input-label correspondence.



The input-label mapping.

Takeway#1:

The input-label mapping is not necessarily required.



The input distribution.

Let’s use the input from another corpus.



The input distribution.

Takeway#2:

The input distribution is necessary.



The label space.

Let’s use some random words as labels.



Takeway#3:

The label space is necessary.

The label space.



The input-label pairing format.

Let’s remove inputs or labels.

or



Takeway#4:

The format is necessary.

The input-label pairing format.



To conclude:

√

√

√

×

Most important!



WhyA instead of B? 

The Model is lazy!

• No gradient updates (no actual “learning”) ==> simply exploit shallow patterns.
• The format is likely easier to exploit.
• The input-label mapping is likely harder to exploit.

Highly rely on the pre-training knowledge.

• In-context learning fulfills the model’s pretraining objective (e.g., next token prediction).
• Just a query! The essence of in-context learning is to making a good query.
• Domain adaption. Quickly activate the domain-specific knowledge from LMs.



Some limitations? 

• How to explain some other aspects, e.g., the order of demonstrations[1]?

• How about Encoder-decoder LMs, e.g., T5[2]?

• …
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Thanks!

Feel free to reach out.


