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1o clear up three questions:

*  What is in-context learning?
*  Which aspects contribute to performance?
 Why A instead of B?



What 1s in-context learning?

sea otter => loutre de mer example #1

peppermint => menthe poivrée example #2
Translate English to French: task description
sea otter => loutre de mer examples

VS. peppermint => menthe poivrée

plush girafe => girafe peluche

plush giraffe => girafe peluche example #N cheese => prompt

cheese => prompt

Supervised Fine-tuning (SFT) In-context learning

» Few-shot examples are used in training. » Few-shot examples are used in testing.

* Gradient update. * No gradient update.
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2% What 1s in-context learning?

GPT-3 has 1.3B parameters!

Fine-tuning such a big guy 1s unaffordable (for most of us)!

In-context learning 1s more versatile and practical!



. The input-label mapping, i.e., whether each
input z; 1s paired with a correct label ;.

. The distribution of the input text, i.e., the
underlying distribution that x;...x; are from.

. The label space, i.e., the space covered by

. The format—specifically, the use of input-
label pairing as the format.’

Which aspects contribute to performance?

Demonstrations  pjsyibyrion of inputs Label space
[ Circulation revenue has increased by 5% in Finland. \n Positive
Format
| Panostaja did not disclose the purchase price. \n Neutral (The use
| Paying off the national debt will be extremely painful. \n Negative I Of pairs)
‘\_‘/ )
Test example Input-label mapping

| The acquisition will have an immediate positive impact. \n ? |

Figure 7: Four different aspects in the demonstrations:
the input-label mapping, the distribution of the input
text, the label space, and the use of input-label pairing
as the format of the demonstrations.



The input-label mapping.

Let’s break the input-label correspondence.

Circulation revenue has increased by 5% in Finland. \n Positive
Panostaja did not disclose the purchase price. \n Neutral
Paying off the national debt will be extremely painful. \n Negative
The company anticipated its operating profit to improve. \n
Positive m
Circulation revenue has increased by 5% in Finland. \n Neutral
Panostaja did not disclose the purchase price. \n Negative
Paying off the national debt will be extremely painful. \n Positive

The company anticipated its operating profit to improve. \n

|

The prompt with ground truth outputs (top) and the prompt with random outputs (bottom).



The input-label mapping.

60 I 100% correct WM 75% correct #950% correct 25% correct 0% correct ™4 No Demos
X 55

. wm, N

MetalCL (Classification) GPT-] (Classification) MetalCL (Multi-choice) GPT-] (Multi-choice)

Figure 4: Results with varying number of correct labels in the demonstrations. Channel and Direct used for
classification and multi-choice, respectively. Performance with no demonstrations (blue) is reported as a reference.

Tlakeway#l :

The input-label mapping is not necessarily required.




The input distribution.

Let’s use the input from another corpus.

Circulation revenue has increased by 5% in Finland. \n Positive
Panostaja did not disclose the purchase price. \n Neutral
Paying off the national debt will be extremely painful. \n Negative
The company anticipated its operating profit to improve. \n
Positive

Colour-printed lithograph. Very good condition. \n Neutral
Many accompanying marketing ... meaning. \n Negative
In case you are interested in learning more about ... \n Positive
The company anticipated its operating profit to improve. \n

*Randomly Sampled from CC News ;

Neutral m



The input distribution.

60 Classification
u..é :3 FLI M
S 35 Gold labels SIS
2 30 l ! Random labels X
25 [ 1 — © 00D + Random labels v v X X
Direct MetalCL Channel MetalCL Direct GPT-] Channel GPT-] ¥ No demonstrations X X X X
60 Multi-choice
F: Format
< :2 L: Label space
- 45 I: Input distribution
g M: Input-Label Mapping
5 40
Q35
< 30
25

Direct MetalCL Channel MetalCL Direct GPT-] Channel GPT-]

Figure 8: Impact of the distribution of the inputs. Evaluated in classification (top) and multi-choice (bottom). The
impact of the distribution of the input text can be measured by comparing ™ and © . The gap is substantial, with an
exception in Direct MetalCL (discussion in Section 5.1).

lakeway#2:

The input distribution is necessary.




The label space.

Let’s use some random words as labels.

Circulation revenue has increased by 5% in Finland. \n Positive
Panostaja did not disclose the purchase price. \n Neutral
Paying off the national debt will be extremely painful. \n Negative
The company anticipated its operating profit to improve. \n
Positive m

Circulation revenue has increased by 5% in Finland. \n Unanimity
Panostaja did not disclose the purchase price. \n Wave
Paying off the national debt will be extremely painful. \n Guana
The company anticipated its operating profit to improve. \n

! *Random English unigrams

i

Neutral m



The label space.

60 Classification
;'\c,‘ 55
=50
[ 45
ué 40 FLI M
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25 [ 1 Random English words v X v X
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Figure 9: Impact of the label space. Evaluated in classification (top) and multi-choice (bottom). The impact o
the label space can be measured by comparing ™ and . The gap is significant in the direct models but not in the
channel models (discussion in Section 5.2).

lakeway#3:

The label space is necessary.




The input-label pairing format.

Let’s remove inputs or labels.

Circulation revenue has increased by 5% in Finland. \n Positive
Panostaja did not disclose the purchase price. \n Neutral
Paying off the national debt will be extremely painful. \n Negative

The company anticipated its operating profit to improve. \n

Positive Circulation revenue has increased by 5% in Finland.
Neutral Panostaja did not disclose the purchase price.
Negative or Paying off the national debt will be extremely painful.

The company anticipated its operating profit to improve. \n The company anticipated its operating profit to improve. \n

= i




The input-label pairing format.

60
=55
50
m 45
© 40

Classification

Direct MetalCL

Channel MetaICL Direct GPT-] Channel GPT-]
Multi-choice

Direct MetalCL

Channel MetalCL Direct GPT-] Channel GPT-]

lakeway#4:

The format is necessary.

FLI M

Gold labels a4
¥ Random labels X
OOD + Random labels v v X X
B Random labelsonly X v X X
Random English words v X v X
M No labels XX VX
I No demonstrations XX XX

F: Format

L: Label space

I: Input distribution

M: Input-Label Mapping
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1o conclude:

. The input-label mapping, i.e., whether each

input z; 1s paired with a correct label ;.

. The distribution of the input text, i.e., the

underlying distribution that z...x; are from.

. The label space, i.e., the space covered by

Yi---Yk-

. The format—specifically, the use of input- _ Most important!

label pairing as the format.’



Why A 1nstead of B?

The Model is lazy!

* No gradient updates (no actual “learning”) ==> simply exploit shallow patterns.
» The format is likely easier to exploit.
« The input-label mapping is likely harder to exploit.

Highly rely on the pre-training knowledge.

* In-context learning fulfills the model’s pretraining objective (e.g., next token prediction).
» Just a query! The essence of in-context learning is to making a good query.
« Domain adaption. Quickly activate the domain-specific knowledge from LMs.




Some limitations?

* How to explain some other aspects, ¢.g., the order of demonstrations(!1?

* How about Encoder-decoder LMs, ¢.g., T5[21?
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Conference on Machine Learning. PMLR, 2021.

[2] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer.” The
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Thanks!

Feel free to reach out.



