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Research Problem

How to efficiently edit large pre-trained language model (LLM) ?

Challenges:

● Models are getting larger and larger
● Fine tune could easily overfit, computationally expensive
● Black box nature of representation
● Factualness and Reliability of Model
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Background

Reliability: Successfully changing the model’s output on the problematic input.

Locality: Minimally affecting the model’s output for unrelated inputs

Generality: Generating the correct output for inputs related to the edit input.

Efficiency: The computation spend on making the edit. 



Background



Related Work

● Selective Fine-tuning the model with edited dataset (Zhu et al, 2020)
○ Overfit to the edited dataset, poor locality, require full training data

● Train a knowledge editor to map original parameter weight( De Cao et al, 2021)
○ Fail to edit very large model

● Bi-level meta learning editable training method (Sinitsin et al, 2020)
○ Difficult to edit large model, Computationally expensive
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Related Work



MEND



MEND

Base Model:

Model Editor Function:

Loss Function:

Editor Model Eval Dataset: 



MEND

Reliability: post-edit model predicts the edit label y for the edit input x

Locality: 

Generality: post-edit model predict correctly on 

Efficiency: Time and memory requirement when training and applying the editor 
model



MEND



MEND

(Number of weight in one layer) O(d x d) is too costly!

instead:



MEND



MEND



Experiment / Result



Experiment / Result

Editing Very Large Transformer Models



Experiment / Result

Editing Smaller Scale Model



Experiment / Result

● MEND applies simultaneous edits by 
simply summing the parameter edit 
computed separately for each edit 
example.

Batch Editing:



Future Work / Limitation

Conclusion: 

● MEND is the only editor model that can scale to very large LLM (10 billions +)
● Can make effective single input output pair edit
● Leverage the fact that gradients with respect to the fully-connected layers in 

neural networks are rank-1



Future Work / Limitation

Limitation: 

1. Need to have a stronger reinforcement in locality
2. Logic reasoning, the edited answer may not transfer to similar question which 

implied this answer
3. Mostly used in short phrase prediction, fact checking / question answering 
4. Which block or layer should we apply MEND, how do we determine that



Questions?


