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WHY 
MULTILINGUAL 

MODELS?

• English is the most researched language and it is the 
single language considered in more than 60% of the 
papers published.

• Why?

• Business

• Help (2010 Haitian earthquake)

• Fairness



PROGRESS OF 
CROSS-LINGUAL 

LEARNING

• Fig. Left: Number of surveyed 
papers per year. Right: Average 
number of languages used in 
papers per year1.
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CROSS-LINGUAL LANGUAGE MODELS 
(XLMS)

1. Causal Language Modeling (CLM)

2. Masked Language Modeling (MLM)
Unsupervised + Monolingual data

1. Translation Language Modeling (TLM)
Supervised + parallel data





RESULTS ON CROSS-LINGUAL 
CLASSIFICATION ACCURACY



Results on supervised MT

Results on unsupervised MT
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