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Motivation

e Natural Language Research are, in many cases, dominated by
high-resource languages like English

e Training data of Large Language Models (LLM), e.g., GPT-3, mostly
include English (~93%)

e Performance on mid- and low-resource languages is not adequate

e Other multilingual models, e.g., mBERT, XLM-R, mT5, mBART, etc.,
require finetuning for downstream applications

e Multilingual few-shot learning capabilities of LLMs are not well studied



XGLM

e XGLM presents four multilingual generative models of different sizes
e Training corpus includes 30 diverse languages with 500B tokens

e Achieves state-of-the-art on diverse multilingual NLP tasks
o Commonsense reasoning

Anaphora resolution

Natural language inference

Paraphrasing

Machine translation

O O O O

e Comprehensively studies zero-shot and few-shot applications and
prompt generation techniques



XGLM Models

e Decoder-only Causal
Language Model (CLM)

e Transformer architecture
similar to GPT-3

e Four models with 564M, 1.7B,
2.9B and 7.5B parameters

e 256 A100 GPUs for about 3
weeks

GPT-3 XGLM
size 1 h size [ h
125M 12 768 —
355M 24 1024 564M 24 1024
760M 24 1536 —
1.3B 24 2048 1.7B 24 2048
2.71B 32 2560 29B 48 2048
6.7B 32 4096 7.5B 32 4096

Fig: Model details. |: layers, h: hidden dim



Data

10%

o B XGLM pre-training and pre-sharding (en: 49.0%)
O 8%+ §§ B XGLM pre-training and post-sharding(en: 32.6%)
§ My GPT-3 pre-training and pre-sharding (en: 92.6%)
o 5%*
c
i
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en ru zh de es fr ja it pt el ko fi id tr ar vi th bg ca hi et bn ta ur sw te eu my ht qu

Figure 1: The % of each language [ (I = 1,2, ...,30) in XGLM’s pre-training data pre-upsampling (blue), post-
upsampling (green), and its corresponding % in GPT-3’s training data (orange). We truncate the y-axis at 10% to
better visualize the tail distribution.




Tasks: Commonsense reasoning (XCOPA) [1]

Language

qu

en

th

en

Premise

Sipasqa cereal mikhunanpi
kuruta tarirgan.

The girl found a bug in her
cereal.

AN UAVAULAILAYLIN

My eyes became red and
puffy.

Question

Result

Result

Cause

Cause

Choice 1

Payga pukunman
Auqnuta churakurgan.

She poured milk in the
bowl.

Ausav'lu

| was sobbing.

Choice 2

Payga manam mikhuyta
munarganchu.

She lost her appetite.

AUWIILY

| was laughing.



Tasks: Anaphora resolution (XWinograd) [2]

sentence (string) optionl (string) option2 (string) answer (string)

"“The city councilmen refused the demonstrators a permit

i 2 "the demonstrators” "The city councilmen" el
because _ feared violence.
"The city councilmen refused the demonstrators a permit 2 ;
Y : : P "The city councilmen” “the demonstrators” i A
because _ advocated violence.
"The trophy doesn't fit into the brown suitcase because :
2 Py ; - "The trophy" "suitcase” bt Eo
is too large.
"The trophy doesn't fit into the brown suitcase because _ R . N " -
; i suitcase The trophy 1
is too small.
"Joan made sure to thank Susan for all the help _ had i - 5 - oo
g . Joan Susan 1
recieved.
"Joan made sure to thank Susan for all the help _ had e . ; " AN
2 4 Susan Joan 1
given.
"Paul tried to call Geoxrge on the phone, but wasn't
g p _— lipaulll llGeOIgen II1II

successful.”



Tasks: Natural language inference (XNLI) [3]

Language Premise / Hypothesis Genre Label

You don’t have to stay there.

Face-To-Face  Entailment
You can leave.

English

La figure 4 montre la courbe d’offre des services de partage de travaux. :
French Government Entailment

Les services de partage de travaux ont une offre variable.

. Y se estremeci6 con el recuerdo. - i
Spanish . e " . Fiction Entailment
El pensamiento sobre el acontecimiento hizo su estremecimiento.

Wiihrend der Depression war es die drmste Gegend, kurz vor dem Hungertod.

Getmag Die Weltwirtschaftskrise dauerte mehr als zehn Jahre an. Travel Neatral
... Nisilaha ya plastiki ya moja kwa moja inayopiga risasi.
Swahil Teleph Neutral
WA Inadumu zaidi kuliko silaha ya chuma. elepiione eutra
o W MBI 3aHUMaEMCsI 3TUM y2Ke Ha IPOTSIKEHUH 85 JIET. . Contmlicton
MBI TOJIBKO HAYAJIM STUM 3aHUMATHCS.
WBEFIR, KEAREWNMERHARMEIILI R H) RN - -
Slate Contradiction

ChINeSe S8 A2 4 AT AR S AT «




Tasks: Paraphrasing (PAWS-X) [4]

id
(int32)

(63}

sentencel (string)

"In Paris , in October 1560 , he secretly met the
English ambassador , Nicolas Throckmorton ,..

"The NBA season of 1975 -- 76 was the 30th season
of the National Baskethall Association ."

"There are also specific discussions , public
profile debates and project discussions ."

"When comparable rates of flow can be maintained
, the results are high ."

"It is the seat of Zerendi District in Akmola
Region ."

“William Henxry Henry Harman was born on 17
February 1828 in Wayneshoro , Virginia , where..

"Bullion Express - concept is being introduced
new store in Dallas , Texas in Preston Center..

sentence2 (string)

"In October 1560 , he secretly met with the
English ambassador , Nicolas Throckmorton , in..

"The 1975 -- 76 season of the National Baskethall
Association was the 30th season of the NBA ."

"There are also public discussions , profile
specific discussions , and project discussions ."

"The results are high when comparable flow rates
can be maintained ."

"It is the seat of the district of Zerendi in
Akmola region ."

"William Henry Harman was born in Waynesboro ,
Virginia on February 17 , 1828 . His parents wer..

"2011-DGSE Bullion Express concept is introduced
, new store opened in Preston Center in Dallas ,..

label (class
label)



Prompts

e Three approaches for obtaining prompts for non-English tasks
o Handcrafted prompts
o Translating from English prompts
o Cross-lingual prompts

e Alsoevaluates Cross lingual demonstrations

e Thisenables cheap transfer from high-resource to low-resource
language



Prompts

Task Category Dataset Template Candidate Verbalizer
XCOPA cause: {Sentence 1} because [Mask]
Reasonin effect: {Sentence 1} so [Mask] fohosiii
£ XStoryCloze {Context} [Mask] y
XWinograd {Context} (with ’_’ replaced by [Mask])
NLI XNLI {Sentence 1},right? [Mask], {Sentence 2} | Entailment: Yes | Neural: Also | Contradiction: No

Paraphrase PAWS-X {Sentence 1},right? [Mask], {Sentence 2} True: Yes | False: No

Translation WMT, FLORES-101 | {Source sentence} = [Mask] Identity
Tk | Toang,, Tompilits Candidate Verbalizer

Entailment  Contradiction Neutral
en | {Sentence 1},right? [Mask], {Sentence 2} Yes No Also
XNLI zh | {Sentence 1} [Mask], {Sentence 2} HeTEn,  BFrbA, ANAIRE  [EIR,
es | {Sentence 1}, verdad? [Mask], {Sentence 2} Si No Ademas
XCOPA | €1 | cause: {Sgntence 1} bc\acause [Mask]| effect: {Sent\ence 1} so [Mask] \ Tdesitity
zh |cause: I N [Mask], Fill{Sentence 1} leffect: A}y {Sentence 1}, FrLL[Mask]




Results: Prompt strategy

Temp. en zh es hi Avg

En(HW)  50.8/50.6 48.5/47.7 37.5/44.4 44.0/45.5 45.2/47.0
Zh (HW)  33.5/35.5 33.5/36.4 34.5/34.8 36.0/34.0 34.4/35.1
Es (HW)  39.2/49.9 44.8/45.3 46.2/48.2 41.5/43.5 42.9/46.7
Hi (HW)  45.0/43.5 39.5/41.0 34.2/40.5 36.2/40.5 38.8/41.4
‘Multi. (HW) 50.8/50.6 33.5/36.4 46.2/48.2 36.2/40.5 41.7/439
Multi. (MT) 50.8/50.6 35.8/39.5 36.5/45.0 41.0/39.9 41.0/43.8

Multi. (HT) 50.8/50.6 38.5/41.2 46.0/48.1 37.5/38.9 43.1/44.7

Table 5: 0/4-shot performance of XGLM;sg, evalu-
ated on the first 400 examples of XNLI (development
set in en, zh, es and hi) using different prompting ap-
proaches. Top: all inputs are instantiated with tem-
plates in the language specified in column 1. Bot-
tom: all inputs are instantiated with templates in the
same language as themselves. HW: human-written. MT:
machine-translated. HT: human-translated.



Prompt Language

Source prompt (instantiated)

Target prompt (instantiated)

Same-lang

The best thing that may be said of Podhoretz and
Decter is that their biological clocks can’t have many
more minutes left on them, right? Yes, Decter is old.

Vang, t61 tham chi khong nghi vé diéu do, nhung to6i1 da rat that
vong, va, toi lai noi chuyén vaéi anh ta lan nita, dung khong? Pung,
to1 da khong noi chuyén voi anh ta nua.

Source-lang

The best thing that may be said of Podhoretz and
Decter is that their biological clocks can’t have many
more minutes left on them, right? Yes, Decter is old.

Vang, t61 tham chi khong nghi vé diéu do, nhung t6i da rat that
vong, va, toi lai noi chuyén véi anh ta lan nta, right? Yes, toi da
khong noéi chuyén véi anh ta nua.




Results: Prompt Language

high medium low
en ru tr ar | hi
medium low medium low |
prompt bg el th tr vi hi SW ur bg ur SW ur

Same-lang 255 098 216 1.27 223 |251 -069 121 | -249 |-038 -1.64 331
Source-lang | -4.59 -244 787 -497 -1.08 |2.01 -1.15 742 | -143 6.67 -5.86 231

Table 7: Learning from cross-lingual demonstrations on XNLI, evaluated on the test set. The results are the
absolute improvement over the zero-shot performance for the evaluated language using human-translated prompts.
The first language group refers to the source language and the second one refers to the target language. Same-
lang refers to a setting there the template is in the example language and source-lang refers to a setting where the
template is only in the source language.



Results: Comparison

high medium low Avg.

model #shot  en de es fr ru zh ar bg el th tr vi hi SW ur
GPT-36.78 0 554 368 370 512 448 426|385 429 388 384 40.6 413|365 346 345|409
R 53.0 464 485 483 443 458 | 382 41.7 4211 368 38.7 423|343 33.7 345|419
XGLM7 s 0 553 423 39.1 508 484 448 | 48.1 49.1 464 468 455 47.6 | 434 455 419 463
4 526 456 458 494 48.6 488 | 46.4 489 48.7 46.6 454 485 468 445 434 473
Translate + GPT-3¢75 repl. 0 546 537 545 539 520 526|520 534 535 506 533 526|507 513 48.7 | 525
R 541 524 492 503 532 51.1 (505 537 53.0 482 518 528|498 502 47.2 (512

Table 9: Comparison of different models on XNLI.



Results: Comparison

XStoryCloze XCOPA

# high medium low ex-low Avg. high medium low ex-low Avg.
model shotf en es ru zh ar id hi sw te eu my zh id it th tr vi et sw ta ht qu
GPT-3¢.78 0 |73.4 62.4 56.9 55.8|48.4 56.6/50.1 49.4 52.8|51.2 49.5|55.1{/55.0|60.2 61.6 53.6 53.4 52.8|50.8 52.2 55.0|51.8 50.0| 54.2

4 1744 62.2 56.4 54.7|47.7 55.4/49.6 49.3 52.8|51.1 49.5|54.8|/57.8|60.8 64.5 54.2 52.9 54.8|51.8 52.0 54.9(51.5 49.7| 55.0
XGLM; s 0 |75.0 68.1 71.0 66.6/58.3 70.1|60.9 65.0 61.762.3 60.7|65.4 | 62.4/66.6 60.8 56.8 56.8 61.4/61.6 57.6 56.2|57.0 47.4| 58.6

4 175.9 69.2 72.4 67.7/59.8 70.862.5 65.2 63.4/63.8 61.2/66.5 ||67.2|68.9 69.2 62.0 58.5 65.6|65.9 62.9 56.3/58.9 47.1| 62.0
Translate 0 |81.2 75.6 75.4 72.9|71.5 71.2|70.5 70.0 66.9|70.5 72.7|72.675.0|73.2 76.0 53.8 72.4 72.2|72.4 63.8 67.2|165.0  -|67.4
+GPT-3¢75 repl. 4 (82.6 75.0 75.3 73.1|71.8 72.0|71.6 71.0 68.4|72.2 72.0|73.2|(78.5|75.8 80.6 57.7 73.7 76.0|73.6 67.2 69.9/67.0  -|70.0%

Table 10: Comparison of different models on XStoryCloze and XCOPA. TGoogle Translation API is not available
for gu. For the averaged translate-test results we directly used the GPT-3¢ 75 repl. model for gu entry.



Results: Machine translation

WMT-14 WMT-16 WMT-19 Avg.

fr-en en-fr de-en en-de fi-en en-fi ru-en en-ru zh-en en-zh XX-én en-xx

GPT-3 Ada 224 13.0 1909 110.3 45 2. 89 10 45 3.5 12.0 6.1
(API) Babbage 29.8 224 305 169 123 54 208 41 123 91 21.1 116
Curie  35.3 28.7 36.1 23.7 184 99 286 98 176 174 272 179

XGLM7sp 332 285 346 235 20.2 155 293 18.7 16.7 174 26.8  20.7

Table 11: Machine translation results on WMT (detokenized BLEU). We use 32 examples from the previous
edition for few-shot learning. BLEU scores computed using SacreBLEU with default settings (Post, 2018).



Results: English Tasks

StoryCloze COPA Winogrande HellaSwag
SSMO ' O pm—m—0
s 5 \ , ,
§ 820/0:.:/——//; - 80° 66M 68’,:\,‘
8 78—~ 75 62 64
- 74@#0/(,)———0 To) O —" g 0 b o
0 1 4 32 01 4 32 128 01 4 32 128 0 1 4 32
ARC-easy ARC-challenge PIQA OpenbookQA

60
| 44 —0 18RS 7:“—-—0
5607 40/ — 50°

01 4 32 128 01 4 32 128 01 4 32 128 01 4 32 128
# few shot samples # few shot samples # few shot samples # few shot samples

® GPT-3 (6.7B) ® GPT-3 (6.7B) Repl. ® XGLM (7.5B)



Mean of accuracy

Results: XGLM scale

XStoryCloze
68 64
58 / 56
56 _
54 2‘2‘
2(2) ' random baseline
0.6 1.7 29 7.5 0.6
# shot

00040320128

XCOPA

# Model Parameters (B)

random baseline

1 e 4

29

4D



Results: XGLM scale

XWinograd

random baseline

00 04 032 0128 # Model Parameters (B)

All Multilingual Tasks

17 29 75



Strengths

e Provides a balanced dataset for multilingual NLP research
e Demonstrates different prompting strategies for multilingual tasks

e Evaluates zero and few shot performance of XGLM comprehensively
on diverse languages



Weaknesses

e Does not provide any new model or does not discuss how the prior
models are appropriate for multilingual generation tasks

e Usesonly 30 languages, whereas, despite uneven ratio, GPT-3 is
trained on 118 languages

e No comparison or reference to the zero or few-shot performance of
other multilingual models like mBERT, XLM-R, mT5, mBART

e Degrades performance on English tasks



Thanks

Questions?
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