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PROBLEM:
e How to solveitin a human way? Text: Jack had 8 pens and Mary had 5 pens. Jack gave 3

. 5 pens to Mary. How many pens does Jack have now?
e How to solve it by a model: Equation: 8.3 = 5

QUESTION SENSITIVITY VARIATION:

Text: Jack had 8 pens and Mary had 5 pens. Jack gave 3
pens to Mary. How many pens does Mary have now?
Equation: 5 +3 =8

REASONING ABILITY VARIATION:

Text: Jack had 8 pens and Mary had 5 pens. Mary gave 3
pens to Jack. How many pens does Jack have now?
Equation: 8 +3 =11

STRUCTURAL INVARIANCE VARIATION:
Text: Jack gave 3 pens to Mary. If Jack had 8 pens and

Patel, A., Bhattamishra, S., & Goyal, N. (2021). Are NLP models Mary had 5 pens initially, how many pens does Jack have
really able to solve simple math word problems?. arXiv preprint now?
arXiv:2103.07191. '

Equation: 8 -3 =5 o




Problem The distance between the two places
A and B is 660 km, the car start-
ing from A drives 32 km/h, and the

e Abstract SyntaX tree generation car starting from B drives 34 km/h.
The two cars are starting from the two
e LSTM does not understand numbers, so they places at the same time in inverse di-
. rection. How many hours later would
translate them to variables. the two cars meet?
e A person is taking a trip from A to B. He took a train for nl1 of the trip the Equation x=660/(32+34)
first day. He took a bus and travelled for n2 km the second day. He still Prefix x=/660 +3234
needs to travel for n3 of the total distance. How far is it from A to B? Answer 10

Figure 1: One example of MWP. Problem refers to the
natural language descriptions. Equation refers to the

Liu Q.*, Guan W.*, Li S., Kawahara D. (2019) Tree-structured Decoding for Solving Math Word formal math equation. Prefix refers to the prefix nota-
Problems. The 2019 Conference on Empirical Methods in Natural Language Processing and 9th tion of the equation. Answer refers to the final quantity
International Joint Conference on Natural Language Processing. EMNLP-IJCNLP, 2019. solution. AST refers to the AST of the equation.
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Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal,
P., ... & Amodei, D. (2020). Language models are few-shot learners.
Advances in neural information processing systems, 33, 1877-1901.

The three settings we explore for in-context learning

Zero-shot

The model predicts the answer given only a natural language
description of the task. No gradient updates are performed.

Translate English to French: task description

cheese => prompt

One-shot

In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French: task description

sea otter => loutre de mer example
cheese => prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Traditional fine-tuning (not used for GPT-3)

Fine-tuning

The model is trained via repeated gradient updates using a
large corpus of example tasks.

sea otter => loutre de mer example #1
peppermint => menthe poivrée example #2
plush giraffe => girafe peluche example #N
cheese => prompt

.



Standard Prompting

Model Input

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

Q: Roger has 5 tennis balls. He buys 2 more cans of

J

Model Output

A: The answer is 27. x

Chain-of-Thought Prompting

Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of\\
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

-

J

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The
answer is 9.

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.
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Figure 8: Using chain-of-thought
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longer sequences in two symbolic rea-
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Figure 4: Chain-of-thought prompting enables
large language models to solve challenging math
problems. Notably, chain-of-thought reasoning
is an emergent ability of increasing model scale.
Prior best numbers are from Cobbe et al. (2021)
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More than MWP

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

‘

The answer is 11.

- R )

Q: How many keystrokes are needed
to type the numbers from 1 to 5007
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:
he

. _/

Qnswer is (b). J

(" Gs0A (commonsense) )~

Q: Sammy wanted to go to where the

people were. Where might he go?
Options: (a) race track (b) populated areas
(c) desert (d) apartment (e) roadblock

So the answer is (b).

2 J

|

Q: Yes or no: Would a pear sink in
water?

So the

l>

answer is no.

N >

T

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

So the answer is 05/23/1943.

\_ _J

CSers Undersanaing LD

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

A:
So the

answer is no.

Human: How would you bring me
something that isn’t a fruit?

Plan: 1. find(energy bar) 2.
pick(energy bar) 3. find(user) 4.

\put(energy bar) 5. done().

_J

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

A:
So the

answer is ya.

\— _J

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

A:

So the answer

Q no. J




Example of GPT-4 visual input:

User ‘What is funny about this image? Describe it panel by panel.

i iin
Source: https://www.reddit .com/r/hmmm/comments/ubab5v/hmmm/

GPT-4 The image shows a package for a "Lightning Cable" adapter with three panels.

Panel 1: A smartphone with a VGA connector (a large, blue, 15-pin con-
nector typically used for computer monitors) plugged into its charging port.

Panel 2: The package for the "Lightning Cable" adapter with a picture of
a VGA connector on it.

Panel 3: A close-up of the VGA connector with a small Lightning con-
nector (used for charging iPhones and other Apple devices) at the end.

The humor in this image comes from the absurdity of plugging a large,
outdated VGA connector into a small, modern smartphone charging port.

Table 3. Example prompt demonstrating GPT-4’s visual input capability. The prompt consists of a



Hallucination :(

GPT-4 visual input example, Solving Ecole Polytechnique’s Physics Exam:

User Answer question I.1.a. Think step-by-step.

I. Principe de la détection de rayonnement avec un bolométre

igure 1 un b
ccter. S

température ' cctte varis
la capacité thermique Cpy

Un barreau, conducteur thermique, homogéne, de longueur L, de section S et de conducti-
vité thermique A ct sans échanges thermiques latéraux, el le bolométre & un thermostat de

température T, fixe.

rayonnement incident  puissance P

U/

R(D
Cul———1'T]

courant de
polarisation

barreau
conducteur

thermostat

Figure 1 - Schéma d’un bolométre

niére partie, on étudie le comportement du bolométre en régime station-

de fonctionnement T = T

T.1.a) Ex la température 7(x) en tout point du barreau conducteur repéré par son
abscisse 7 on prendra T(0) = Ty et T(L) = T,

GPT-4 To answer question I.1.a, we need to express the temperature 7'(z) in every point
of the conductive bar, which is characterized by the abscissa x. We are given that
T(0) =T0and T'(L) = Tb.

For a stationary regime, the heat equation for the one-dimensional heat
conduction in the bar is:
d*T/dx? =0

Integrating once, we get:
dT/dx = Cy

Integrating a second time:
T(E) = Cl.’l + Cz

To determine the constants C; and C5, we use the boundary conditions:
T'(0) = T0, which gives Co = T0
T(L) = Tb, which gives C; = (Tb — T0)/L

Finally, the expression for T'(z) is:

T(z) = (Tb—T0) * (x/L) +T0

This represents a linear temperature profile along the conductive bar, with a slope
of (T'b — T0)/L.

Table 15. Example prompt demonstrating GPT-4’s visual input capability. The prompt consists of a
question which requires understanding a physics problem with a diagram written in French and solving
it using chain-of-thought prompting.



For example, when presented with a syllogism
like the following:

All students read.
Some people who read also write essays.
Therefore some students write essays.

humans will often classify it as a valid argument.
However, when presented with:

All students read.
Some people who read are professors.
Therefore some students are professors.

() 0)
o0,

Dasgupta, I., Lampinen, A. K., Chan, S. C., Creswell, A., Kumaran, D., McClelland, J. L., & Hill, F. (2022). Language models show human-like T
content effects on reasoning. arXiv preprint arXiv:2207.07051.
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F -[ Reasoning Chain }

# 1. How many cars are there in the beginning? (independent,

If there are 3 cars in support: ["there are 3 cars in the parking lot"])
. n_cars_begin = 3
the parkmg |0t and 2 # 2. How many cars arrive? (independent, support: ["2 more cars
more cars arrive, how arrive"]) 5
A n_cars_arrive = 2
many CaII'S are in the # 3. Final answer: How many cars are in the parking lot? (depends on
parking lot? il )

n_cars_total = n_cars_begin + n_cars_arrive

// 1. What is the density of a pear?

// The density of a pear is about 0.6 g/cm”3.

// 2. What is the density of water?

// Water has a density of 1 g/cm”*3.

// Then, we represent these answers in Datalog:
// 1. The density of a pear is about 0.6 g/cm*3.

Would a pear sink in

.decl Has_density (Object:symbol, Density:float) No
water? Has_density ("pear", 0.6).
// 2. Water has a density of 1 g/cm”3.
Has_density ("water", 1).
P // Now, we derive the final answer: Would a pear sink in water? P

density of water.

\ // The answer is Yes only if the density of a pear is more than the
r \.decl Answer () Deterministic

Translato

(LM) / I;nsw(?i(;) :—dHasvie:sitZ("pg\:r;, densityl), Has_density("water", Solver
ensity2), density ensity2.
V .output Answer [ L
[Gabrie”e] drove her # 1. How is [Vincent] related to [Dorothy]? (independent, support: "
[Dorothy]'s son [Vincent] showed up shortly after.")
dathte_r [Dorothy] to relation(Vincent, Dorothy) = son
the hospltal. [DOI’Othy]‘S # 2. How is [Dorothy] related to [Gabrielle]? (independent, support:
son [Vincent] showed "[Gabrielle] drove her daughter [Dorothy] to the hospital.") grandson
. relation(Dorothy, Gabrielle) = daughter
up Shor’tly after. How is # 3. Final answer: How is [Vincent] related to [Gabrielle]? (depends
[Vincent] related to on 1, 2)
. relation(Vincent, Gabrielle) = relation(Vincent, Dorothy) @
[Gabrielle]? o
s relation(Dorothy, Gabrielle)
Goal in PDDL: 1. find(coke)
i (:goal 2. pick(coke)
| spilled my coke on ; I need to do both things 3. find(trash)
the table, could you (and 4. put(coke)
th it d ; first throw away the coke
_row1 away an {at acke| trash) 51 ﬁpd(sponge)
brlng somethlng to ; then bring the user a sponge as a cleaning tool 6. pick(sponge)
clean with? (5 Ly ) 7. find(user)
) ) 8. put(sponge)

Lyu, Q., Havaldar, S., Stein, A., Zhang, L., Rao, D., Wong, E., ... & Callison-Burch, C. (2023). .
Faithful Chain-of-Thought Reasoning. arXiv preprint arXiv:2301.13379. PennState




