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Math Word Problem
● How to solve it in a human way?
● How to solve it by a model?

Patel, A., Bhattamishra, S., & Goyal, N. (2021). Are NLP models 
really able to solve simple math word problems?. arXiv preprint 
arXiv:2103.07191.



Math Word Problem in the Old World
● Abstract syntax tree generation
● LSTM does not understand numbers, so they 

translate them to variables.
● A person is taking a trip from A to B. He took a train for n1 of the trip the 

first day. He took a bus and travelled for n2 km the second day. He still 
needs to travel for n3 of the total distance. How far is it from A to B?

Liu Q.*, Guan W.*, Li S., Kawahara D. (2019) Tree-structured Decoding for Solving Math Word 
Problems. The 2019 Conference on Empirical Methods in Natural Language Processing and 9th 
International Joint Conference on Natural Language Processing. EMNLP-IJCNLP, 2019.



GPT3 is a few shot learner

Brown, T., Mann, B., Ryder, N., Subbiah, M., Kaplan, J. D., Dhariwal, 
P., ... & Amodei, D. (2020). Language models are few-shot learners. 
Advances in neural information processing systems, 33, 1877-1901.



Standard Prompting vs COT Prompting



COT: an Emergent ability

● GPT3
● LaMDA
● UL2 20B
● Codex



More than MWP



GPT4: Multimodal COT



GPT4: Multimodal COT
Hallucination :(



Belief Bias

Dasgupta, I., Lampinen, A. K., Chan, S. C., Creswell, A., Kumaran, D., McClelland, J. L., & Hill, F. (2022). Language models show human-like 
content effects on reasoning. arXiv preprint arXiv:2207.07051.



Faithful COT

Lyu, Q., Havaldar, S., Stein, A., Zhang, L., Rao, D., Wong, E., ... & Callison-Burch, C. (2023). 
Faithful Chain-of-Thought Reasoning. arXiv preprint arXiv:2301.13379.


